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Chapter 1

About this Guide

This User Guide describes the features supported in AOS-W 8.x and provides instructions and examples to
configure Mobility Master, managed devices, and access points. This guide is intended for system
administrators responsible for configuring and maintaining wireless networks and assumes administrator
knowledge in Layer 2 and Layer 3 networking technologies.

Throughout this document, branch Switch and local Switch are termed as a managed device.

HOTE
This chapter covers the following topics:

m Terminology Change
s What's New In AOS-W 8.7.1.0 on page 15
m Fundamentals on page 16

m System Requirements on page 19

m Supported Browsers on page 20

m Related Documents on page 20

m Conventions on page 20

m Contacting Support on page 21

What's New In AOS-W 8.7.1.0

New Hardware Platforms

This section lists the new hardware platforms introduced in AOS-W 8.7.1.0.

Table 2: New Hardware Platforms in AOS-W 8.7.1.0

| 4 Check with your local Alcatel-Lucent sales representative on new managed devices and access points
availability in your country.

Hardware Description

OAW-IAP500H Series Access The Alcatel-Lucent OAW-IAP500H Series access points (OAW-AP503H
Points and OAW-AP505H) are high-performance, multi-radio wireless devices
that can be deployed in either Switch-based (AOS) or Switch-less
(Instant) modes in hospitality and branch or teleworker deployments.
These Hospitality Access Points support the full 802.11ax (Wi-Fi 6)
feature set with dual 2x2 MIMO radios while also supporting 802.11a,
802.11n, and 802.11ac wireless services for 5 GHz and, 802.11b,
802.11g, 802.11n for 2.4 GHz. Listed below are features of the Alcatel-
Lucent OAW-IAP500H Series access points:

m Compatible with IEEE 802.3bt, IEEE 802.3at, and IEEE 802.3af PoE
standards.
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Table 2: New Hardware Platforms in AOS-W 8.7.1.0

Check with your local Alcatel-Lucent sales representative on new managed devices and access points
availability in your country.

Hardware Description

= One uplink Ethernet port capable of data rates up to 2.5 Gbps.
Integrated BLE and Zigbee radios.

HOTE

= Green AP mode.
= Mesh.
m Location beacon applications.

= |oT gateway applications.

NOTE: The OAW-AP505H access point was released in Alcatel-Lucent
8.7.0.0.

OAW-AP503H Access Points - Mid-range dual radio Wi-Fi 6 Hospitality
APs with the following additional features:

= One uplink Ethernet port capable of data rates up to 1 Gbps.
= Two downlink Ethernet ports capable of data rates up to 1 Gbps.

= 5-pin Micro-B connector as console port.

For complete technical details and installation instructions, see Aruba
AP-503H Access Point Installation Guide.

OAW-AP560 Series Access Points | The Alcatel-Lucent OAW-AP560 Series access points (OAW-AP565 and
OAW_AP567) are entry level Wi-Fi 6 (802.11ax) AP series designed to
optimize user experience by maximizing Wi-Fi efficiency and reducing
airtime contention between clients using Orthogonal frequency-division
multiple access (OFDMA), bi-directional multi-user MIMO, and cellular
optimization for outdoor and warehouse environments.

The Alcatel-Lucent OAW-AP560 Series access points delivers high
performance concurrent 2.4 GHz and 5 GHz 802.11ax Wi-Fi (Wi-Fi 6)
functionality with 2x2 MU-MIMO radios, and supports 802.11a, 802.11b,
802.11g, 802.11n, and 802.11ac wireless services.

Additional features include:

= Compatible with IEEE 802.3bt, IEEE 802.3at, IEEE 802.3af, IEEE
802.3az PoE standards.

m Integrated BLE and Zigbee radios.

= USB-C console interface.

m Zero Touch Provisioning through Alcatel-Lucent Central or AirWave.
= Mesh.

» Intelligent Power Monitoring (IPM).

m Alcatel-Lucent Advanced Cellular Coexistence (ACC).

= Alcatel-Lucent Air Slice for Extended OFDMA Assurance.

For complete technical details and installation instructions, see Alcatel-
Lucent OAW-AP560 Series Access Point Installation Guide.

Mobility Master can be accessed through three different interfaces for maximum visibility and functionality:
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m WebUl on page 17

= Clionpage17
m JSON APIson page 19

WebUI

Mobility Master supports up to 320 simultaneous WebUI| connections. The WebUI is accessible through a
standard Web browser from a remote management console or workstation. The WebU! includes
configuration tasks. The tasks are:

m Provision New APs— Campus AP or Remote AP configuration.
m Create a New WLAN— Create and configure new WLAN(s) and associate with an AP group.
m Define WIP Policy— Define WIP policies and assign to AP groups.

m Bulk Configuration Upload— The Bulk Edit template (in Excel sheet) on the managed device allows you to
specify the static IP assignment for individual managed devices.

m Upgrade Controllers— Upgrade the managed devices.
= Reboot Controllers— Reboot the managed devices.
m Show Upgrade Status— Display the upgrade status of the managed devices.

In addition to the tasks, the WebUI includes a dashboard that provides enhanced visibility into your wireless
network’s performance and usage. This allows you to easily locate and diagnose WLAN issues. For details on
the WebUI Dashboard, see Dashboard Monitoring.

CLI

The CLI is a text-based interface accessible from a local console connected to the serial port on the Mobility
Master or managed device or through a Telnet or SSH session.

G By default, you access the CLI from the serial port or from an SSH session. You must explicitly enable

NoT e Telnet on your Mobility Master in order to access the CLI via a Telnet session.

= When entering commands remember that:

= commands are not case sensitive

m the space bar completes your partial keyword

m the backspace key erases your entry one letter at a time

m the question mark ( ?) lists available commands and options

Important Points to Remember

= The Mobility Master architecture spawns a new CLI session every time a user logs in to the CLI through
Telnet, SSH, or Console. Since each CLI session is processed independently, multiple sessions do not block
one another.

m Seethe AOS-W CL/ Reference Guide for more information on the new commands and parameters that
are introduced to support new functions.

m Configurations must be performed in the context of a node in the configuration hierarchy. Users with
the necessary privileges can change the node context on the CLI prompt.

m Users are required to commit configurations on Mobility Master before the configurations can be pushed
and applied to the device.

Remote Telnet or SSH Session from Mobility Master
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An administrator can initiate a remote telnet or SSH session from the Mobility Master to a remote host. The
host can be a Mobility Master, managed device, or a non-Alcatel-Lucent host.

This feature is supported from the SSH session of the Mobility Master.

HOTE
To initiate a telnet session from the Mobility Master to a remote host:

1. Initiate an SSH session to the Mobility Master.
2. Executethe telnet <host> [port <port-num>] command.

host: IPv4 or IPv6 address of the remote host.
port <port-num>: Telnet port number of the remote host. This is an optional parameter.

1. Once successfully connected, the remote host prompts the credentials. Enter the remote host
credentials.

To initiate an SSH session from the Mobility Master to a remote host:
1. Initiate an SSH session to the Mobility Master.
2. Execute the ssh <username> <ip_addr> command.
username: Username of the remote host.
<ip-addr>: IPv4 or IPv6 address of the remote host.

Once successfully connected, the remote host prompts the credentials.
3. Enter the remote host credentials.

To end the remote host session, execute the exit command. The remote host displays the following
message:

(host) [remote] #exit

Connection closed by foreign host.

(host) [mynode]#

Important Points to Remember

m The Mobility Master architecture spawns a new CLI session every time a user logs in to the CLI through
Telnet, SSH, or Console. Since each CLI session is processed independently, multiple sessions do not
block one another.

» New commands and parameters have been added to support new functions and provide increased
visibility. See the AOS-W CL/ Reference Guide for more details.

m Configurations must be performed in the context of a node in the configuration hierarchy. Users with
the necessary privileges can change the node context on the CLI prompt.

m Users are required to commit configurations on Mobility Master before the configurations can be
pushed and applied to the device.

Limitations

This feature has few limitations. They are:

m This feature is supported from the SSH session of only the Mobility Master.

m Thereis an inactivity timeout for the CLI sessions. When an administrator initiates a remote session
(inner) from the Mobility Master's SSH session (outer), and the remote session takes more time than the
inactivity timeout session, the outer session times out although the inner session is active. The
administrator has to log back in to the outer session once logged off from the inner session.

m Designated telnet client control keys do not work for remote telnet sessions. When an administrator
initiates a remote telnet session (inner) from the Mobility Master's SSH session (outer), the designated
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telnet client control keys functions for the outer SSH session only. The administrator should designate
unique control keys for each remote telnet sessions.

Seamless Logon

The Seamless Logon feature enables you to login from the Mobility Master to a managed device without
entering a password. The user can remotely login from a centralized location (Mobility Master) to any
managed device and execute the show and action commands. To login to a managed device, execute the

logon <device-ip> command on the Mobility Master CLI:
(host) [mynode] #logon 192.0.2.22

Last login: Tue Jul 12 04:34:37 2016 from 192.0.2.81
(host-md) #

AOS-W 8.x does not support Seamless Logon in the master Switch mode.

HOTE

JSON APIs

JSON APIs are exposed for all configuration objects in Mobility Master and client location information from
the ALE. Configuration APIs allow users to send configurations to Mobility Master and view those
modifications through their own management system (CLI or WebUI). APIs in an operational state are also
exposed. ALE APIs return client location information through the ALE server. Though most of this data is
structured in the JSON format, some data may be arranged in a pre-formatted string. For more details on
JSON APIs, refer to the AOS-W NBAP! Guide. For more information about ALE APIs, refer to the Analytics and
Location Engine APl Guide.

System Requirements

Listed below are the minimum Hypervisor host system requirements for AOS-W to run as a guest VM and
the resources required for the VM to be functional:

It is not recommend to over subscribe the processors, memory, and NIC ports on the VM.

HOTE

Table 3: System Requirements

Alcatel-Lucent
Mobility Master

Host Requirements Virtual Mobility Switch

Virtual Appli-

ance
Quad-core Core i5 1.9 GHz CPUs or Minimum 3 Minimum 2 cores (4 hyper-
Faster (hyper-threading enabled) cores (6 hyper- threading cores)

threading cores)

Memory 16 GB 8 GB

Physical NIC ports 2 2

NOTE: One NIC port is shared with the
host management and the second is
reserved for datapath.

Disk space 64 GB 32GB
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Other Specifications
The Mobility Master runs on a virtual machine that is deployed through an OVF/OVAfile.
Prerequisites for deploying the Mobility Master:

m vSphere Client 5.1 or 5.5 must be installed on a Windows machine. Support for vSphere Web Client and
vCenter is available on ESXi versions 6.0 and 6.5.

m vSphere Hypervisor 5.1, 5.5, 6.0, or 6.5 must be installed on the server.
= An OVF/OVA template must be accessible from the ESXi host.
m VMware Enterprise Plus license must be installed on the Hypervisor.

Supported Browsers
The following browsers are officially supported for use with the AOS-W WebUI:

m  Microsoft Internet Explorer 11 on Windows 7 and Windows 8

m Microsoft Edge (Microsoft Edge 38.14393.0.0 and Microsoft EdgeHTML 14.14393) on Windows 10
m Firefox 48 and higher on Windows 7, Windows 8, Windows 10 and macOS

m Apple Safari 8.0 or later on macOS

m Google Chrome

The following guides are part of the complete documentation for the Alcatel-Lucent user-centric network:

m AOS-W Release Notes

m AOS-W Getting Started Guide

m AOS-W User Guide

m AOS-W CLI Reference Guide

m AOS-WAPI Guide

n Alcatel-Lucent Mobility Master Licensing Guide

n Alcatel-Lucent Virtual Appliance Installation Guide

m Alcatel-Lucent Wireless Access Point Installation Guide

The following conventions are used throughout this document to emphasize important concepts:

Table 4: Typographical Conventions

Type Style Description

italics This style is used to emphasize important terms and to mark the titles of books.

system items This fixed-width font depicts the following:

m Sample screen output

m System prompts

m File names, software devices, and specific commands when mentioned in the text
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Type Style Description

commands In the command examples, this bold font depicts text that you must type exactly as
shown.
<arguments> In the command examples, italicized text within angle brackets represents items that

you should replace with information appropriate to your specific situation. For example:
# send <text messoge>

In this example, you would type “send” at the system prompt exactly as shown, followed
by the text of the message you wish to send. Do not type the angle brackets.

[optionall Command examples enclosed in brackets are optional. Do not type the brackets.

{Item A | Item | Inthe command examples, items within curled braces and separated by a vertical bar
B} represent the available choices. Enter only one choice. Do not type the braces or bars.

The following informational icons are used throughout this guide:

E Indicates helpful suggestions, pertinent information, and important things to remember.
NOTE

/\ Indicates a risk of damage to your hardware or loss of data.
CAUTION

ﬁ Indicates a risk of personal injury or death.
WARNING

Terminology Change

As part of advancing HPE's commitment to racial justice, we are taking a much-needed step in overhauling
HPE engineering terminology to reflect our belief system of diversity and inclusion. Some legacy products
and publications may continue to include terminology that seemingly evokes bias against specific groups of
people. Such content is not representative of our HPE culture and moving forward, Aruba will replace racially
insensitive terms and instead use the following new language:

Campus Access Points + Controllers

Master-Slave

Conductor-Member

Instant Access Points

Master-Slave

Conductor-Member

Switch Stack

Master-Slave

Conductor-Member

Wireless LAN Controller

Mobility Master

Mobility Conductor

Firewall Configuration

Blacklist, Whitelist

Denylist, Allowlist

Types of Hackers

Black Hat, White Hat

Unethical, Ethical

Contacting Support

AOS-W 8.7.1.0 | User Guide




Table 5: Contact Information

Contact Center Online

Main Site https://www.al-enterprise.com
Support Site https://businessportal2.alcatel-lucent.com
Email ebg_global_supportcenter@al-enterprise.com

Service & Support Contact Center Telephone

North America

1-800-995-2696

Latin America

1-877-919-9526

EMEA +800 00200100 (Toll Free) or +1(650)385-2193
Asia Pacific +65 6240 8484
Worldwide 1-818-878-4507
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Chapter 2

Mobility Master Configuration Hierarchy

Mobility Master (AOS-W 8.x.x.X) uses a centralized, multi-tier architecture under a brand new Ul that
provides a clear separation between management, control, and forwarding functions. The entire
configuration for both the Mobility Master and managed devices is set up from a centralized point, thereby
simplifying and streamlining the configuration process. Mobility Master consolidates all-master, single
master-multiple local, and multiple master-local deployments into a single deployment model.

Whereas, the architecture of AOS-W 6.x and earlier versions consist of a flat configuration model that
contains global and local configurations. The global configurations are applied to the master Switch which
propagates those to its local Switches. The local configurations are applied to the master or the local Switch
directly.

Mobility Master takes the place of a master Switch in the network hierarchy. Mobility Master oversees
Switches that are co-located (on-premises local Switches or off-campus branch office local Switches). All the
Switches that connect to Mobility Master act as managed devices.

This section provides details on the following topics:

m Understanding Configuration Hierarchy on page 23
m Centralized Configuration on page 25

m Configuration Validation on page 30

m Serviceability on page 30

m Mobility Master User Interface on page 32

Understanding Configuration Hierarchy

The Mobility Master hierarchy simplifies the configuration process by supporting multiple configurations for
multiple deployments using a single Mobility Master. Configuration elements can be mapped to one or more
end devices, such as a managed device or VPN concentrator. Common configurations across devices are
extracted to a shared template, which merges with device-specific configurations to generate the
configuration for an individual device.
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Figure 1 Example of the Configuration Hierarchy
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Figure 1 provides an example of the configuration hierarchy. The solid lines represent the hierarchy, the
dotted arrows represent the device mapping, and each box represents a node in the hierarchy. When a
device is added to Mobility Master, it must be mapped to a node or node-path in order to inherit
configurations from the hierarchy. An explicit configuration node is also created for each device so that any
device-specific configurations can be added directly to that node. Any device that is managed by Mobility
Master is known as a managed device. For example, device m2 in Figure 1 retrieves all device-specific
configurations from the Device m2 Specific node. Since the Device m2 Specific node is mapped to the
domain2, md, and Root nodes, the device also receives configurations from those nodes.

Each node contains a unique combination of common and device-specific configurations. The root node
appears by default upon logging in to Mobility Master CLI.

The configuration hierarchy contains the following nodes and node structure:

Table 6: Nodes and Node Structure

Category Node Name Node Description
Mobility Master / Configurations common to Mobility Master and its managed
devices (the root node).
Configuration changes are not allowed on the root node.
/md Configurations common to all managed devices. The user
can create additional nodes under this node.
/mm Configurations common to the primary and standby Mobility
Master (VRRP pair).
/mm/mynode Configurations specific to a particular Mobility Master. This
can only be edited on the respective Mobility Master.
Stand-alone Switch /mm Configurations common to the primary and standby stand-
alone Switches (VRRP pair).
/mm/mynode Configurations specific to a particular stand-alone Switch.

This can only be edited on the respective stand-alone Switch.
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The term "mm" refers to Mobility Master and "md" refers to managed device.

NOTE

Configurations for a node are obtained by traversing the node-path from the root node to the given node.
For example, the m1 device in Figure 1 receives configurations from all nodes along the Root > md >
domain1 > Device m1 Specific node-path. Configurations that are set lower in the hierarchy (child node)
can have more precedence than the same configurations set higher in the hierarchy (parent node),
depending on the configuration type. In a single-instance configuration, such as the ESSID name,
configurations from a child or device-specific node override common configurations from a parent node. In
a multi-instance configuration, such as a server in an Auth Server group, configurations from a child node
are placed in addition to the parent node configuration. For example, if a parent node specifies two radius
servers and the child node specifies three radius servers, the device is provisioned with a total of five radius
servers.

The configuration hierarchy is not the same as the physical topology. The hierarchy provides a simple way to
organize configurations so that configuration elements can be shared across multiple devices without being
duplicated. Configurations that are added to the root node, for example, are applied to all nodes within the
hierarchy, while configurations that are only applied to a specific region override configurations for the
corresponding child nodes. Order-dependent configurations, however, cannot be overridden. These
configurations can only be set up once in the network hierarchy. For example, if a aaa server-group is
configured on a parent node, it cannot be edited at the child node. Configuration hierarchies are tailored
and organized to meet the unique needs of each customer.

Understanding the Node Hierarchy

You can view the hierarchy of the devices and groups on a Mobility Master at a global level. Mobility Masters
are placed into the /mm group and managed devices are in the /md group.

/md—This is the global or root level where anything configured is applicable to all the nodes globally. It is
recommended not to edit or add additional configuration at this level.

/md/<group name>— This is used to differentiate the sites physically or by the type of deployment such
as DMZ, Branch, Campus, RAPs, and so on.

When you log in to the Mobility Master, you are placed in the /mm/mynode prompt by default.

Navigating through Node Hierarchy

You can use either the change-config-node or cd command to navigate to any node from the current
node.

Both commands auto complete the group or folder names. You can also use the device hostname as an
alias to navigate to a device node in the hierarchy. In doing so, your prompt changes to reflect where you
are in the hierarchy:

(host) [mynode] #change-config-node Aruba7010

(host) [00:0b:86:99:97:57] #

The following CLI command displays your current node:
(host) [00:0b:86:99:97:57] #pwd
/md/Home-Production/00:0b:86:99:97:57

The following CLI command allows you to navigate one group up in the hierarchy:
(host) [00:0b:86:99:97:57] #cd ..
(host) [Home-Production] #

Centralized Configuration

Mobility Master uses a centralized configuration application to maintain all configurations under the
management domain, eliminating the use of multiple points of contact to apply global and local
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configurations to each managed device. You can organize all common configurations at a higher level of the
hierarchy.

This section includes the following topics:

m Mobility Master Configuration on page 26
m Allowed Node Operations on page 26

m Access Permissions on page 27
m Bulk Edit on page 27
m Centralized Configuration on page 25

m Validation and Application Processes on page 28

Mobility Master Configuration

The Mobility Master that provides this configuration service to other devices in the network also contains its
own configuration. The Mobility Master configuration is obtained through nodes in the hierarchy labeled
/mm or /mm/mynode. Configurations under the /mm node, which are shared by the redundant Mobility
Master pair (primary and standby Mobility Masters), are synced to the standby Mobility Master.
Configurations under /mm/mynode are synced to individual Mobility Master devices.

Allowed Node Operations

The following node operations are allowed on Mobility Master:

m Create Node: Creates a new node as the child of an existing node in the configuration hierarchy
(system-generated or user-created)

m Add Device: Associates a device to an existing node in the hierarchy. This device inherits configurations
from all nodes between the root node and the device (node-path).

m Delete Node: Deletes an existing user-created node or node without any child nodes. System-generated
nodes cannot be deleted. Only leaf nodes without any child nodes can be deleted.

m Delete Device: Deletes a currently associated device from the configuration hierarchy. This will cause
the device to reload and erase all configurations received from Mobility Master.

m Clone Node: Copies the configuration of an existing node into a new node. The new node is created as a
child of an existing node in the hierarchy.

» Move Node: Moves an existing user-created node in the hierarchy to the specified destination node.
System-generated nodes cannot be moved. Ensure the following points while moving a node or device,
otherwise the move operation will fail:

« The nodeto be moved is a leaf node and does not have any group node or a device node as a child
node under it.

« No configuration is pending on the parent nodes of the child node to be moved.

« The configuration on the node to be moved is complaint with the configuration in the new ancestor
nodes chain.
= Rename Node: Renames the existing node name to the specified name. The node paths of the child
nodes under the renamed node are automatically updated.
» Drag and Drop Node: Allows you to move any Switch from one group to another group within the
hierarchy, without deleting the Switch from the Mobility Master.

Moving multiple Switch or group within the network hierarchy is not supported.

HOTE

m Edit Action: Allows you to rename a Switch or a group in the managed network hierarchy.

Mobility Master Configuration Hierarchy |



Refer to the AOS-W Command Line Interface Reference Guide for more details on the configuration
commands for node and device management.

Access Permissions

The Mobility Master management domain can be large and widespread across various geographic regions.
In a Mobility Master, the editing scope of the admin user can be restricted to individual node-paths within
the configuration hierarchy, unlike the legacy AOS-W management domain where an administrator can
modify any configuration in the system.

Each management user is granted editing permissions for a given node, allowing the user to modify the
configuration for that node and any child node within its node-path. The user, however, cannot modify any
parent nodes or nodes on a different path in the hierarchy. Users can view configurations for any node in
the hierarchy to refer to a parent node configuration or verify that the derived configuration for a device
matches the parent node configuration.

m Management users that are configured with the root (/) or Mobility Master (/mm) nodes are granted
editing permissions for Mobility Master.

m Management users that are configured with permissions to the mynode (/mm/mynode) can modify
configurations under /mm/mynode for the respective Mobility Master and stand-alone Switch.

» Management users that are configured with permissions to a managed device can modify configurations
for that managed device.

= Only the management users that are configured with root node level permissions can modify
configurations on both Mobility Master and managed devices.

Bulk Edit

The Bulk Edit Support feature enables you to perform a bulk configuration of managed devices in the
Mobility Master. This option helps reduce the time taken to perform configuration tasks individually.

The following procedure describes how to do a bulk edit:

1. Inthe Managed Network node hierarchy, navigate to Configuration > Tasks > Bulk
configuration upload.

Click Download sample template.

Enter values in the fields provided in the template.

Save the file.

Select Browse and navigate to the path where the template is stored.
Click Submit.

o vk wN

The Bulk Configuration Status pop up is displayed with the status of the configurations that are being
applied. Once the configurations are applied successfully, a message confirming that the file upload was
successful is displayed. The next pop up displays the following details:

= Timestamp

= Status

= Number of devices updated
Total new devices added
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If the configurations are not applied successfully, the Bulk Configuration Status pop up displays the
reason for the failure and the managed device will rollback to the previous configuration.

When devices are added using the Bulk Edit feature, each template file can include up to 400 devices.

NOTE AOS-W now provides IPv6 support for the Bulk Edit feature. Hence, the Bulk Edit template file now

contains all the IPv6 commands that are required for native IPv6 deployment..

Bulk Stand-alone Controller Deployment

This feature supports bulk configuration of stand-alone controllers by replacing the configuration files in the
stand-alone controllers and rebooting them.

The following procedure describes how to replace the configuration files in the stand-alone Switch:

1. Login to the node, /mm or /mm/mynode from which you want to copy the configuration files and
execute the command, encrypt disable.

2. Execute the command, show configuration committed and save the configuration to a .cfg file
(for example, mmfile.cfg) on the tftp server.

3. Edit the file and copy that file to the controller’s flash from the server using the command,
(host) [mynode] # copy tftp: <IP address> vmccfg1.cfg flash: vmccfgl.cfg

4. Execute the command, replace-config-reboot, configuration node replace-config-reboot
<filename1> <config-path1> <filename2> <config-path2>

For example, configuration node replace-config- reboot mmfile.cfg /mm mynodefile.cfg
/mm/mynode

The controller prompts you to upload both the /mm and /mm/mynode files together.

NOTE
5. Oncethe command is executed, the stand-alone controller will prompt you to reboot the controller.
6. Reboot the controller and the stand-alone controller will now boot up with the copied configuration.

Override Support in the WebUI

Starting from AOS-W 8.2.0.0, the Mobility Master WebUI provides an option to retain or remove overrides
for the fields configured under a node. If any field has an overridden value, the Ul displays a blue dot to the
left of the field name. Clicking on the dot, gives you an option to remove the overrides.

Order-dependent configurations, such as roles and ACLs, cannot be overridden. These configurations

R can only be set up once in the network hierarchy.

Support for Viewing Inheritance History in the WebUI

Starting from AOS-W 8.3.0.0, the WebUI allows you to view the inheritance details of any configuration at
any group or node level. This feature is supported only for configurations that can be overridden. A blue
color information icon is displayed in the respective rows of the configuration table under which some
configurations are overridden. Clicking on the icon displays the details of the inheritance with a link to the
parent node. You can click on the parent node link to navigate to the parent node level. You can choose to
remove all the overrides under the selected node level from this pop-up window by clicking the Remove
Overrides button. Else, you can choose to remove the individual configuration overrides at the field level.

Validation and Application Processes
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When a user enters a configuration into a managed device, the configuration is validated. The validated
configuration is accepted by the system but does not take effect until the configuration is committed. When
the configuration is being committed, it is stored in the persistent memory, allowing users to verify the
configuration before making it operational.

This separation of validation and application processes is applied to both the Mobility Master and managed
devices. Since each node can be managed by a different admin user, the commit operation is executed on a
per-node basis and follows the configuration hierarchy. For example, if a configuration has a dependency,
the dependent configuration must be present on that node or one of the parent nodes .

Configurations are classified as pending configuration or committed configuration. A pending configuration
refers to a configuration that has been validated but not yet committed. A committed configuration refers
to all configurations that have been committed by the user. Users can view pending configurations at any
time to commit, purge, or leave the configuration uncommitted. Pending configurations are only allowed on
one node at any given time in a given configuration sub-tree.

Viewing the Node Hierarchy

The following CLI command displays how the devices and groups are organized at a global level:
(host) [mynode] #show configuration node-hierarchy

The following sample output displays the list of devices and nodes configured under the root node.
Default-node is "/md". Autopark is enabled.
Configuration node hierarchy

Config Node Type Name
/ System

/md System
/md/00:00:86:99:e2:17 Device
/md/VPNC Group

/md/VPNC/00:1a:1e:01:46:38 Device
/md/VPNC/00:1a:1e:02:03:d0 Device
/mm System
/mm/mynode System

The show running-config command from the Mobility Master displays the configuration on the

NoT e Mobility Master and not on the other nodes or managed devices.

Viewing Configuration on Nodes

Use the following variants of the show commands to view the configuration information on a node or
device level:

= show configuration effective—Displays the running configuration of the current node. You can also
view the configuration on a specific node from a different node by specifying the absolute path of the
node in the command.

= show configuration effective detail—Displays the full configuration details on your current node. It
also indicates if a configuration is inherited from a group level or local to the managed device.

= show configuration committed—Displays the configuration that is only local to a specific node and
not inherited from a parent node in the hierarchy. Configurations such as IP addresses and hostnames
are some examples.

= show configuration pending—Displays the configuration details which are yet to be committed to the
managed device or group, that is any configuration changes that are made before executing the write
memory command or submitting the pending changes in the WebUI. This is used to review any
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configuration before it is applied from the Mobility Master to the managed devices. The output of the
command is relevant only to the current node.

= show configuration partial—Displays the incremental change in the configuration between the last
two synchronizations from the Mobility Master to the node.

= show configuration similar—Displays the like configuration between two specific nodes or devices.
This is useful to verify equal settings between groups or devices. The output displays only the
configurations that are same between both nodes. If you are comparing devices, you must use the path
as displayed in the output of the show configuration node-hierarchy command.

» show configuration diff—Displays the configurations that are different between two specific nodes or
devices. A minus sign against a configuration indicates that it is present in the node specified first but
absent in the second node. A plus sign indicates that the configuration is absent in the first node but
present in the second node.

For more information on various configuration show commands, see AOS-W 8.x CLI Reference Guide.

Configuration Validation

Mobility Master uses a centralized validation model that performs various types of validations for different
targets. Configuration validation falls under one of the following categories:

m Syntax Validation: Basic parser validations (for example, making sure the syntax of a command is
correct, the data type is correct, or a value is within a valid range).

m Roles, ACLs, and pools (DHCP, VLAN, tunnel, and NAT) must be written in lower-case. Passwords,

oy crypto keys, and ESSIDs can be written in both upper-case and lower-case.

m Semantic Validation: Custom application-specific validations (for example, dependency checks across
commands or instance count limits). Dependency checks are limited to the nodes from which the target
device inherits the configuration.

m Platform Validation: Platform model-specific validations (for example, determining which features are
supported on a platform or the type and count of ports on a platform).

Validation is not available on the setup dialogue. Users must manually verify the setup dialogue
information for each managed device.

HOTE

Validation Failures

If a command does not pass validation, it is rejected and will not be included in the pending configuration
for that node. If a new device that cannot support an existing configuration is added, the device add is
rejected.

Managed devices are always serviceable from the centralized management location. When a managed
device boots up for the first time under the factory default state, it auto-provisions and establishes
connectivity to Mobility Master through ZTP. Managed devices can also be provisioned manually through
the setup dialog box. Managed devices can encounter connectivity loss due to bad configurations, network
connectivity issues, and so on. The system attempts to recover from these situations when possible.

Mobility Master Configuration Hierarchy |



This section includes the following topics:

m Bad Configuration Recovery on page 31

m Disaster Recovery on page 31

m [Initial Provisioning Recovery on page 32

Bad Configuration Recovery

Certain configurations, such as those in the following list, can interfere with the connectivity between
managed devices and Mobility Master:

m Uplink port shut

Partially configured uplink VLAN
Limiting bandwidth contract policy
s Bad ACL

Bad configurations can be caused by simple typo errors. Even if the user discovers the error, the bad
configuration may have already caused connectivity loss, preventing the user from pushing the correct
configuration to the managed device.

Mobility Master supports an auto-rollback mechanism that reverts the managed device to the last known
good configuration prior to the management connectivity loss. Mobility Master also indicates if a device has
recovered from a bad configuration through the show switches command output. The output for this
command labels the Configuration State for the managed device as CONFIG ROLLBACK if the device has
recovered connectivity using the rollback configuration. When the user fixes the bad configuration on
Mobility Master, the managed device recovers automatically, and the state changes to UPDATE
SUCCESSFUL.

Example output for the show switches command:

(host) [mynode] #show switches
Thu Jun 09 12:13:45.735 2016

All Switches

IP Address IPv6 Address Name Location Type Model
Version Status Configuration State Config Sync Time (sec) Config ID
192.192.192.1 None TECHPUB_ MASTER Buildingl.floorl master  ArubaMM
8.0.0.0-svcs-ctrl 55038 wup UPDATE SUCCESSFUL 0 27
192.192.192.2 None TECHPUB STANDBY Buildingl.floorl standby ArubaMM
8.0.0.0-sves-ctrl 55038 wup UPDATE SUCCESSFUL 10 27
192.192.189.1 None TECHPUB LC1 189.1 Buildingl.floorl MD Aruba7010
8.0.0.0-svcs-ctrl 55038 wup UPDATE SUCCESSFUL 0 27
192.192.192.3 None TECHPUB x86 LC Buildingl.floorl MD VMC-TACTICAL
8.0.0.0-svcs-ctrl 55038 wup UPDATE SUCCESSFUL 0 27
192.192.189.2 None TECHPUB LC2 189.2 Buildingl.floorl MD Aruba7005
8.0.0.0-svecs-ctrl 55038 wup UPDATE SUCCESSFUL 0 27

Total Switches:5

Disaster Recovery

If auto-rollback from a bad configuration fails, and connectivity between the managed device and Mobility
Master remains disrupted, users can enable Disaster Recovery mode on the managed device using the
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disaster-recovery on command. Under the regular mode, the /mm node downloads configurations from
Mobility Master that cannot be modified directly on each managed device. Disaster Recovery mode
grants users access to the /mm node through the managed devices while blocking any further
configuration synchronizations from Mobility Master. With full control of the /mm node, users can make
local modifications on each managed device to restore connectivity to Mobility Master.

Local configurations are only used for debugging purposes and are not visible on the Mobility Master.

HOTE

After connectivity is restored and verified, the user must fix the configuration on Mobility Master and exit
the Disaster Recovery mode. When the user exits Disaster Recovery mode from the managed device, a
full configuration sync is triggered between the managed devices and Mobility Master, which now contains
the latest effective configurations.

The following CLI command enables Disaster Recovery mode:

(host-md) #disaster-recovery on
PR R I b i b b i i i

Entering disaster recovery mode
kkhkhkkhkhkkhkhkkhkhkkhkhkhkhkkhkhkkhkhkkhkhkhkhkhkhkhkhkhkhkhhxkhx

(DR-Mode) [mm] #
The following CLI command disables Disaster Recovery mode:

(DR-Mode) [mm] #disaster-recovery off

Initial Provisioning Recovery

If the managed devices fail to connect to Mobility Master on multiple attempts during the initial
provisioning process (for example, when the Mobility Master IP or FQDN is entered incorrectly in Alcatel-
Lucent Activate), the managed device deletes all provisioning information and restarts the auto-provisioning
process. The user is expected to correct the provisioning information under Alcatel-Lucent Activate. After
the provisioning information is corrected, the managed device automatically recovers during the next auto-
provisioning attempt.

Mobility Master User Interface

The Mobility Master user interface provides ease-of-use through an intuitive layout and simple navigation
model.

Navigation Model
Each page of the Mobility Master Ul is divided into the following sections:

m Header, which includes the following:
m Alcatel-Lucent logo: The Alcatel-Lucent logo.

» Deployment mode and hostname: The deployment mode and hostname of the Mobility Master or
managed device.

» Network Status Counters: Counters for reachable and unreachable Switches, reachable and
unreachable access points, clients, and alerts.

m Help: Initiates help mode to display available help information in the Ul. See Help Mode on page 35 for
more details.

= User menu: Drop-down menu that displays your username. It allows you to logout of the Mobility
Master or managed device. The Preferences option allows you to enable or disable the Profiles link in
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the following pages:
« All Profiles table of the Mobility Master node.
« WLANSs table and AP Group table of the Managed Device node.

The Profiles link is displayed only when the show advanced profiles check box is selected in the

Preferences option of the User menu.
HOTE

Limitations
« Advanced profile configuration is controller specific (domain name)
« Advanced profile configuration is not per-user specific

« Itis browser specific, irrespective of user login—for example, if a user enabled Preferences in the
Chrome browser it will not carry forward to IE or Firefox.

= Node-path: Node-path within the network hierarchy.

» Pending Changes: List of all pending configuration changes. See Pending Changes on page 34 for more
details.

= Menu: Main menu, which includes the Dashboard, Configuration, Diagnostics, and Maintenance
menu items. Select a menu item to reveal the corresponding sub-menu items. See Navigation Levels on
page 34 for more details.

s Collapsible network tree: Complete network hierarchy that is revealed or hidden when you click the
menu or arrow button, respectively, next to the node-path. See Network Tree on page 33 for more
details.

m Work-screen: Content description for a menu item or tab.

Figure 2 Overview of the User Interface
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Network Tree

The Mobility Master Ul allows users to create, modify, and delete any node in the network hierarchy from a
central location. By clicking the menu button next to the node-path, you can reveal the entire network
hierarchy. Select a node to further expand the hierarchy and display the corresponding child nodes. The
network can be organized in a hierarchy of up to five levels, including groups, sub-groups, and the managed
devices that are added to these groups.

When a node is selected in the network hierarchy, any configuration changes made from the Ul are applied
to the selected node and sub-tending managed devices.
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If you are logged into a device that is managed by a Mobility Master or legacy master Switch, the

ey hostname of the Mobility Master or master Switch is displayed in the node-path.

For more information on the configuration hierarchy, see Mobility Master Configuration Hierarchy on page
23.

Navigation Levels

The Mobility Master navigation model is organized into four levels:

= Level 1: Menu (for example, Configuration, Diagnostics, and Maintenance)

m Level 2: Sub-menu (for example, Authentication, Interfaces, and Services)

= Level 3: Tabs (for example, Auth Servers, AAA Profiles, and Layer-2 Authentication)
m Level 4: Accordions (for example, Survivability and Authentication Timers)

Each Level-1 item can be expanded to display the corresponding Level-2 items. Each Level-2 item is further
expanded to organize and group content on the work-screen. Based on the following dependencies, certain
menu, tab, or accordion items may be visible or hidden in the Ul:

Selected node
License
Switch model
User Role

Figure 3 WebUI Menu, Tabs, and Accordions

Dashboard

Menu | Auth Servers AAA Profiles L2 Authentication L3 Authentication User Rules Advanced

(Level 1)
WLANS Survivability Tabs (Level 3)
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(LEVE| 2) Certificate type: ServerCert ~
Services > Authentication Timers
Interfaces > RADIUS Client
Managed Nodes

> DNS Query Interval
System
Tasks .
Accordians (Level 4)
Diagnostics

Maintenance

Pending Changes

Commands are executed when a user clicks Save or Submit. The Save or Submit buttons are disabled by
default and can only be enabled when the user modifies a configuration on the page. When a user clicks the
Save or Submit button, the configuration change is pushed to the Pending Changes zone of Mobility
Master. Modifications are not applied to the network until all pending changes are deployed. Click Pending
Changes to view, deploy, or discard all pending modifications.

E Nodes cannot be edited if any parent or child node contains undeployed pending changes.
NOTE
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Figure 4 Pending Changes Window

Pending Changes

Pending Changes for 0 Managed Controller(s)

PATH TOTAL CONTROLLER(S)

Mobility Master > UCC-Sol-SC-ACT 0

Help Mode

The Help button in the header section of the Ul allows you to switch the system to help mode. All non-
active labels that appear in green italics indicates that help information is available for these labels.
Mouseover or click any green italic label to view the help information for that field in a pop-up window.

Figure 5 Help Mode in the WebUI
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Tables

Mobility Master presents data and configuration information through two types of tables: primary tables
and secondary tables. Primary tables display the main object of the page at the top of the screen (for
example, the Server Groups table under Configuration > Authentication > Auth Servers). By selecting
arow from the table, you can view and modify the configuration parameters for that entry in an editing
pane that is displayed at the bottom of the screen.
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The secondary table is located within the editing pane of a selected row and provides more in-depth
information on each entry. For example, when you select the default server group entry from the Server
Groups (primary) table, the secondary Server Group > default table is displayed at the bottom of the
screen.

Alerts

Starting with AOS-W 8.1.0.0, alerts for Mobility Master Hardware Appliance are enabled in the WebUI.
Figure 6 shows an example of a Mobility Master Hardware Appliance alert.

Figure 6 Mobility Master Hardware Appliance Alert in WebUI

CONTROLLERS ACCESS POINTS CLIENTS ALERTS
N2
® FANOD Failed  2017-03-12 20:02:41
(PST)
Power Supply 0 Absent 2017-03-12 20:04:37
(PST)

The Mobility Master Hardware Appliance alerts are as follows:

Table 7: Mobility Master Hardware Appliance Alerts

Component State Indicator Status
Power Supply Absent Yellow Minor Alarm
Failed Amber Major Alarm
Temperature Temperature more than 38°C Yellow Minor Alarm
Temperature more than 40°C Amber Major Alarm
Temperature more than 45°C Red Critical Alarm
Fan Absent Amber Major Alarm
Failed Amber Major Alarm
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Chapter 3

MultiVersion Support

Starting with AOS-W 8.2.0.0, Mobility Master provides the essential infrastructure for multiversion support
across all managed devices in the network. With this enhancement, the AOS-W version on each managed
device can be different from that in the Mobility Master in the network.

The multiversion infrastructure performs the centralized validation for the configurations of different AOS-
W versions run on the managed devices. The configurations that are not compatible with the managed
device's AOS-W version will not be sent to the managed device.

This feature supports the following scenarios:

m Customers want to upgrade only the Mobility Master with the latest AOS-W version to use centralized
services.

m Customers want to upgrade only a few managed devices in their network with the latest AOS-W version
to test some features of their interest.

m Customers want to upgrade their network in certain geographical locations and plan to upgrade the
entire network incrementally.

Important Points to Note

The following are important points to note before implementing the multiversion support in your network:

m AOS-W 8.2.0.0 is the minimum supported version on the managed devices and the Mobility Master.

m The Mobility Master can run an AOS-W version that is either the same or a higher version of AOS-W than
the versions on the managed devices; the minimum supported version on both platforms is AOS-W
8.2.0.0.

m Itis recommended that the AOS-W version on Mobility Master is later than that on the managed devices.

= Multiversion is supported only if the Mobility Master is running up to two code versions higher than the
code versions running on the managed devices. For example, multiversion is supported if a Mobility
Master is running AOS-W 8.5.0.0 and the managed devices are running either AOS-W 8.3.0.0, AOS-W
8.4.0.0, and/or AOS-W 8.5.0.0. Managed devices running AOS-W 8.2.0.0 or earlier versions and/or AOS-
W 8.6.0.0 or later versions are not supported.

Ul Support for Multiversion
When the managed devices and the Mobility Master run different AOS-W versions, the following rules apply:

m At all levels of hierarchy, the WebUI elements of the later AOS-W version is always shown to the user.
= At the group level, the following rules apply:

« AllWebUl elements that are new in the AOS-W version of the Mobility Master are shown.

« The WebUl elements that are obsolete in the AOS-W version of the Mobility Master are not shown.
m At the device level, the following rules apply:

« The WebUl elements that are obsolete in the AOS-W version of the Mobility Master but not obsolete
on the AOS-W version of the device are shown.
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« The WebUI elements that are obsolete on the AOS-W version of the device are not shown.
« The WebUI elements that are introduced in the AOS-W version later than that on the device are not
shown.

Display of AOS-W Version Identifiers
The Ul displays the AOS-W versions running on the Mobility Master and the managed device:
The following changes are applicable in the WebU| of the managed device:

= Mobility Master AOS-W version identifier: The AOS-W version of the Mobility Master is displayed at
the bottom of the left navigation pane. The Mobility Master version identifier is displayed as Mobility
Master: Version <version #>.

= Managed device AOS-W version identifier: If the AOS-W version running on the managed device is
different from that running on the Mobility Master, an information icon is displayed. It shows the AOS-W
version running on the managed device. The managed device version identifier is displayed as Version

<version #>.

The managed device version identifier is not displayed when the AOS-W version running on the
managed device and the Mobility Master are the same.

NOTE

m You can click the information icon to view the following details in the pop-up box:
« The Switch or managed device name and its AOS-W version.
» Mobility Master label and its AOS-W version.
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Chapter 4

The Basic User-Centric Networks

This chapter describes how to connect a managed device and an Alcatel-Lucent AP to your wired network.
After completing the tasks described in this chapter, see Access Points on page 609 for information on
configuring APs.

This chapter describes the following topics:

m Understanding Basic Deployment and Configuration Tasks on page 39

m Managed Devices Configuration Workflow on page 43
m Connect the Managed Device to the Network on page 43
m Using the LCD Screen on page 45

m Configuring a VLAN to Connect to the Network on page 48

m Configuring User-Centric Network on page 54

m Replacing a Switch on page 55

Understanding Basic Deployment and Configuration Tasks

This section describes typical deployment scenarios and the tasks you must perform while connecting to a
managed device and Alcatel-Lucent AP to your wired network.

Deployment Scenario #1: Managed Device and APs on Same Subnet

Figure 7 Managed Device and APs on Same Subnet

In this deployment scenario, the APs and managed device are on the same sub-network and will use IP
addresses assigned to the sub-network. The router is the default gateway for the managed device and
clients. There are no routers between the APs and the managed device. APs can be physically connected
directly to the managed device. The uplink port on the managed device is connected to a layer-2 switch or
router.

For this scenario, you must perform the following tasks:

1. Run theinitial setup wizard.
m Set the IP address of VLAN 1.

m Set the default gateway to the IP address of the interface of the upstream router to which you will
connect the managed device.
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2. Connect the uplink port on the managed device to the switch or router interface. By default, all ports
on the managed device are access ports and will carry traffic for a single VLAN.

3. Deploy APs. The APs will use the ADP to locate the managed device.
4. Configure the SSID(s) with VLAN 1 as the assigned VLAN for all users.

Deployment Scenario #2: APs All on One Subnet Different from
Managed Device Subnet

Figure 8 APs All on One Subnet Different from Managed Device Subnets
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In this deployment scenario, the APs and the managed device are on different sub-networks and the APs are
on multiple sub-networks. The managed device acts as a router for the wireless sub-networks (the managed
device is the default gateway for the wireless clients). The uplink port on the managed device is connected
to alayer-2 switch or router; this port is an access port in VLAN 1.

For this scenario, you must perform the following tasks:
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1. Run the initial setup wizard.
m Setthe IP address for VLAN 1.

m Set the default gateway to the IP address of the interface of the upstream router to which you will
connect the managed device.

Connect the uplink port on the managed device to the switch or router interface.

Deploy APs. The APs will use DNS or DHCP to locate the managed device.

Configure VLANSs for the wireless sub-networks on the managed device.

Configure SSIDs with the VLANs assigned for each wireless sub-network.

ok W

Each wireless client VLAN must be configured on the managed device with an IP address. On the uplink
switch or router, you must configure static routes for each client VLAN, with the managed device's
NOTE VLAN 1 IP address as the next hop.

Deployment Scenario #3: APs on Multiple Different Subnets from
Managed Devices
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Figure 9 APs on Multiple Different Subnets from Managed Devices
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In this deployment scenario, the APs and the managed device are on different sub-networks and the APs are
on multiple sub-networks. There are routers between the APs and the managed device. The managed device
is connected to a layer-2 switch or router through a trunk port that carries traffic for all wireless client
VLANSs. An upstream router functions as the default gateway for the wireless users.

The deployment scenario does not use VLAN 1 to connect to the layer-2 switch or router through the
% trunk port. The initial setup prompts you for the IP address and default gateway for VLAN 1; use the

default values. In later steps, you configure the appropriate VLAN to connect to the switch or router as
well as